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: Hyper-V Installation and Configuration
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1. Open Server Manager.
2. In Server Manager, choose option 2, Add Roles And Features.

3. At the Select Installation Type page, choose the role-based or feature-based
installation. Click Next.

4. On the Select Destination Server screen, choose Select A Server From Tlie Server
Pool and choose the server to which you want to add this role. Click Next.

5. On the Select Server Roles screen, click the check box next to Hyper-V
. When the Add Features dialog box appears, click the Add Features button. Then

click Next.

= Add Roles and Features Wizard [=Te ]

Select one or more roles to install on the selected server.

Roles Description
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